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ABSTRACT

The dynamic network visualization has been a challenging topic
due to the complexity introduced by the extra time dimension. Ex-
isting solutions to this problem are usually good for the overview
and presentation, but not for the interactive analysis. We propose
in this paper a new approach which only considers the dynamic
network central to a focus node (aka dynamic ego network). The
navigation of the entire network is achieved by switching the focus
node with user interactions. With this approach, the complexity of
the compressed dynamic network is greatly reduced without sacri-
ficing the network and time affinity central to the focus node. As
aresult, we are able to present each dynamic ego network in a sin-
gle static view, well supporting user analysis on temporal network
patterns. We describe our general framework including the network
data pre-processing, 1.5D network and trend visualization design,
layout algorithms, as well as several customized interactions. In
addition, we show that our approach can also be extended to visual-
ize the event-based and multimodal dynamic networks. Finally, we
demonstrate, through two practical case studies, the effectiveness
of our solution in support of visual evidence and pattern discovery.

1 INTRODUCTION

As information about networks keeps on growing, researchers and
information analysts are posed with a new challenge: how to deal
with and gain insight into a network that evolves over time. Tradi-
tionally, visualization plays a key role in the network analysis, such
as social and telecommunication pattern mining. The visualization
of evolving networks, known as dynamic network visualization, re-
mains challenging to the community in at least three aspects:

e Visual metaphor: With the additional time dimension, the
dynamic network could not be mapped to the traditional 2D
visualization directly, while the straightforward 3D visualiza-
tion leads to the well-known occlusion issue.

e Scalability: When the time dimension is defined in a fine
granularity, the scale of the dynamic network may increase
1~2 magnitudes from each of its static snapshots. The result-
ing graph is usually huge, for which the visualization remains
problematic due to the significant visual clutters and the high
layout computation complexity.

e Suitability for analysis: Although several visualizations
have been proposed for the dynamic network, none of them
provide adequate visual assistance for human analysis to-
wards temporal network patterns. Manual comparisons
among networks at each snapshot are generally required.

State-of-the-art dynamic network visualization techniques can
be summarized into two categories: the first class employs a
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Figure 1: The dynamic short-message communication network cen-
tral to a mobile phone spammer.

straightforward method which presents the dynamic network as a
movie [25]. The network at each specific time is presented as the
user proceeds to the corresponding frame. This approach decouples
the network data by time and results in a simpler snapshot in each
view. Criticisms over this approach concern its viability for anal-
ysis because the user of the visualization is offered little freedom
when the movie plays by itself. Some researchers even argue that
the movie approach is only useful for presentation and not for anal-
ysis [30]. The other kind of solutions follows the principle of small
multiples display [30]. They juxtapose the network snapshots of
each time frame into the same view, in the same order with the time
line. This approach decouples the data spatially, hence relieves the
analyst from scrolling back and forth on the time line. However, it
only provides an overview of the evolving networks, still offering
little visual assistance for the network analysis tasks. The analysts
need manual comparisons among the networks. In addition, each
static network is shown in a smaller size, inversely proportional to
the time granularity.

In practice, rather than showing the complicated dynamic net-
work as a whole, a big class of network analysis tasks is only con-
cerned with the dynamic network central to a focus node, such as
analyzing a person’s communication pattern or a company’s col-
laboration pattern with other companies. For these analysis tasks, it
is highly desirable to see the visual pattern of the focus node’s dy-
namic network in a single glance. Figure 1 presents a visual display
of the one central to a mobile spammer. As found in the graph, the
spammer broadcasts advertisements in two continuous time periods
with almost constant rate. Except for one mobile user receiving two
messages, all the others just receive one during the analyzed time.
Moreover, there is no message heading for the central spammer or
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between the receivers.

As illustrated by Figure 1, we propose a third approach to the
dynamic network visualization problem, i.e. to decouple the data
in network/social domain. We compose a dynamic network cen-
tral to one focus node by combining the static ego networks in each
time point together, also known as dynamic ego network. With this
approach, we are able to address the three challenges mentioned
above: First, we encode “time” into one dimension of the view
space but do not impose strict mapping for the non-focus nodes. In
other words, 1.5D freedom is provided for a visually aesthetic net-
work layout (which gives the name to our solution). As a result,
both the network and temporal affinity are properly accommodated
in the traditional 2D view space for the ease of perception. Sec-
ond, the complexity of the dynamic ego network is greatly reduced
from the entire network. The visual clutters could be alleviated and
graph layout is computed more efficiently. In some extreme cases,
we adopt a customized edge bundling technique to further relieve
the visual clutter. We also introduce a circular layout model to scale
to the ego networks with up to a thousand nodes. Third, as the ag-
gregated network is presented in a single static view, the analysis
tasks for both the network and temporal pattern discovery are better
supported. Also to assist the users in the analysis, we develop sev-
eral effective interactions, such as the time-dimension navigation
and focus node expand/collapse. This is demonstrated through two
case studies in separate scenarios.

The major trade-off of our approach is to only show the ego
networks evolving over time, which brings the most pros over the
previous visualizations. Nevertheless, through our observations in
industry, a large number of our customers’ network-related anal-
ysis tasks can be satisfied with the ego-centric views. This paper
does not aim at proposing a grand solution for all the problems, but
to present an effective technology addressing a portion of specific
tasks with many real-life cases. Moreover, our solution can be ex-
tended to handle dynamic networks of broader scope, including the
event-based and multimodal dynamic networks.

The remainder of this paper is organized as follows. Section
2 summarizes related works. Section 3 introduces the data pre-
processing stage that translates the raw network data into consum-
able format for the visualization. Section 4 details the 1.5D dy-
namic network visualization solution proposed in this paper, en-
compassing the visualization design, graph layout algorithms and
user interactions for analytic tasks. Section 5 validates our solution
through two case studies and reports insights gained with our ap-
proach. Section 6 discusses the future works. Finally in Section 7,
we conclude the paper.

2 RELATED WORK

General approaches to the dynamic network visualization fall into
two categories. The first one animates the network with either fixed
or dynamic node layout, also known as flip books and network
movies [25]; the second category presents the evolving network
spanning a period of time in a single static view by either trace
visualization or small multiples display [30] juxtaposing networks
during short time frames or at discrete time points. In this stage, it’s
still under debate which methodology performs better for the users.
While some initial user studies [2] [18] do support the animated
approaches, some others [30] argue that the animated approach is
only appealing for presentation tasks and less efficient for analy-
sis compared with the small multiples display. Also, the effect of
change blindness [28] poses additional challenges to the animation
solution.

In reality, most of the literatures take the first path. The key
to their choices is that the animations with dynamic layout algo-
rithms preserve the user’s mental map [10][24]. These approaches
can be further partitioned into two sub-classes. The first sub-class
adopts an online approach that computes the network layout of one

time frame only from the layout of the previous time and the delta
change. They are often extended from the layout models of the
static graph [21][15]. A practical approach adds an extra stability
term to the Kamada-Kawai energy model [21] and calculates the
layout result by balancing the layout aesthetics and stability [4].
The kind of online algorithms also incorporates techniques of in-
cremental graph layout [26][27][8][14], where the primary goal is
to stabilize the layout upon graph editing and browsing. On the
other hand, there are offline approaches that take all the previous
networks along the timeline into consideration [5][6][7]. They try
to optimize the stability of the network movie in a global manner,
at the cost of a much larger computation complexity. One piece
of work in this sub-class proposes to encode the changes of net-
work by a multi-layer presentation [5]. Besides the online/offline
taxonomy, there are several other relevant layout algorithms for the
dynamic drawing of special-purpose graphs, including the hierar-
chical [26][27], orthogonal [29][17], clustered [20][13][23] and ra-
dial [32] graphs, as well as trees [3].

Another collection of related works focus on the creation of an-
imations for the network movie. Ref. [12] gives a set of basic cri-
teria and a general framework to compose these animations. It is
suggested that each intermediate graph layout during the animation
should at best follow the typical graph drawing aesthetics. Further
in [18], staged animations are recommended based on controlled
experiments.

The dynamic network visualization can be considered as a
special case of graph drawing problem, where numerous solu-
tions [1][9][19] have been proposed. The most related works to
this one are the force-directed and circular layout models. The
force-directed solution emulates physics systems (either spring [9]
or electrostatic [15] one) to achieve a best layout in system equi-
librium. Optimization methods such as stress majorization [16]
and multi-dimensional scaling [22] are often applied to compute
the layout from the quantitative models [21][15]. In this paper,
we adopt the Kamada-Kawai layout model with stress majorization
solver [16] to handle graphs with medium size. For dynamic graphs
in larger scales, we applied the circular (radial) layout model [32],
which is originally proposed for arranging tree graphs.

3 DATA PRE-PROCESSING

In this section, we describe how we process the data into more con-
sumable format for our visualization. The raw data input is that of
the dynamic network, formally defined by the time-evolving graph
G(t) where t € [0,T). G(t) at each time point is further constituted
of the vertex (node) set V(¢) and edge set E(¢). Note that the time
series could be defined at any granularity. Each edge in E(¢) indi-
cates the relationship that happens just in time #, not an accumulated
one.

3.1 Dynamic Ego Network

To show the dynamic ego network in a single view, we process the
data into one graph, denoted as D(Q), where Q denotes the focus
node set (the single focus node is a special case of this model). It is
generated in three steps.

Slotting: The first step is to discretize the dynamic networks.
Given the ordered time series [fo, 1, - -,#] where 7o = 0, = T, the
slotted dynamic network graphs Gs(;) = (Vs(t;),Es(t;)) is com-
puted as

Vsi)=|J V@), i=0,1,--- k-1 ()
t€ftistivn)
Es(h)= |J E(@), i=0,1,---k—1 @)

t€ftistiv1)

Extraction: The second step is to extract egocentric graph at
each time slot, denoted as Hg(€Q, ;). Its node set Vs(Q, ;) is exactly
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Figure 2: A example of the dynamic ego network compression step.
The dynamic network encompasses three time slots 7y, #; and 1.
The network is compressed based on the focus node set Q = {A},
highlighted in red. In the generated graph, blue edges indicate time-
independent edges and green edges indicate time-dependent edges
where the label tells the timeslot attached to each edge.

the union of Q and the nodes in Gy (#;) adjacent to at least one node
in Q. The edge set E5(Q,#;) contains all the edges in Gg(#;) that
have both endpoints in Vs(Q,#;). Hg(Q,1;) is essentially an induced
subgraph of Gg(#;), formally generated by

Vs(Q,Z‘,’) =QU {V‘V € Vs(l,’) A (Hu, (V, M) € Es(l‘,') V (M,V) S Es(l‘i)(??’})
Es(Q,1;) = {e= (vi,v2)]e € Es(t;) A\v1 € Vs(Q,1;) Avp € VS(QJ&})

Compression: The third step is to compress the slotted ego-
centric graphs along the time line into a single dynamic egocentric
graph D(Q). The node set, denoted as Vp (), is the union of node
set Vg(Q,7) at each time slot. The edge set, denoted as Ep(Q), is
constituted of two subsets. One is the time-independent edge set
computed as the union of edges not incident to any nodes in the fo-
cus node set. The other is the time-dependent edge set containing
all the edges incident to the nodes in the focus node set. The lat-
ter is a little different from the standard definition in that the edges
with the same source and destination but happen in separate time is
considered as different edges. The dynamic egocentric graph D(Q)
is formally generated by

W)= | vsQn) ©)
i€[0,k—1]
Ep(Q) =Ep(Q)UEp(Q) (6)

where

Ep(Q)={e=(vi,v2)vi € QAv2 ¢ QA (T3¢ € Eg(Q,1))} (7)

Ep(Q) = {e = (v1,v2,1;)|(vi € QV vy € Q)A(v1,12) GES(QJ:’)S})
(

Figure 2 gives an illustrative example of the compression step.

3.2 Event-based Dynamic Networks

Our data model can be extended to the event-based dynamic net-
works. In such a network, each edge indicates that the event involv-
ing the two endpoints has occurred. Examples include the paper
co-authorship network of a conference where each event represents
a paper publication in this conference. For the effective visualiza-
tion, we process the dynamic network data into event-centric graph
D(T), where I" denotes the kind of event we want to visualize. Each
single event is denoted as (T, y), where ¥ denotes the event ID for
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Figure 3: Dynamic network visualization in 1.5D: the sketch view.

decoupling purpose. The edge e representing event (I, y) is de-
noted as e ~ (I', y).

The graph generation process still includes the three steps in Sec-
tion 3.1, except that we add a graph insertion step in the beginning.

Insertion: For the graph G(r) at each time point, I is added to
the node set as an abstract node. For the edge set, edges are added
for each node in V(r) such that it connects to the edges representing
events in I'. The graph insertion step is formally defined as

V() = V() U{Tr} ©)

E(t)=E()u{(wL,y)lve V()
/\(3’47(1’[7‘/) ~ (Fv l[/)\/(V,M) ~ (F7 W))} (10)

In the following slotting, extraction and compression steps, {I'}
is selected as the focus node set. There is one difference from Sec-
tion 3.1, two edges (v,I', y1) and (v, I, y, ) are merged together only

if yi = y,.
3.3 Multimodal Networks

Another extension of our model is the multimodal network. Rela-
tionships in such network can be classified into several categories
according to one selected dimension A, such as the communication
type in people’s social network. In this case, the network could
be decoupled into sub-networks connected by emails, phone calls,
and instant messages respectively. To visualize such multimodal
networks, we replace the default time dimension in the 1.5D visu-
alization with the selected dimension A.

4 1.5D DYNAMIC NETWORK VISUALIZATION
4.1 Visualization Design

A sketch of our visualization is given in Figure 3, showing a dy-
namic email network with one focus person. It follows the tradi-
tional network visualization paradigm with nodes and edges. Com-
pared with the static network visualization, the major differences
lie in the focus nodes and the time-dependent edges rendering.

The focus nodes in our network are not drawn in simple icons
or glyphs. Instead, we introduce a two-sided trend visualization
metaphor to present their temporal data. The trend is shown in a
symmetric way such that the non-focus nodes could be placed in
either side of the central trend. By default, the width of the trend
at a time slot represents the total strength of the edges connected to
the focus node at this time slot. Further, the visualization supports
stacked trend view which presents multiple temporal data. E.g.,
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upon highlighting an inner red stack could correspond to the send-
ing mail trend while the outer green stack shows the receiving mail
trend. Apart from the vertical trend metaphor, there are several
other alternatives to show the trends of the focus node, e.g. the
horizontal trend and the spiral glyph.

The rendering of the time-independent edges in our approach is
the same with the previous network visualizations. However, the
time-dependent edges are drawn separately. Each such edge con-
nects the non-focus node to the specific brim of the central focus
node representing the exact time slot this edge establishes. Bidi-
rectional edges are distinguished with the orange color, and upon a
highlight operation, the edge further splits into two edges, with the
red ones indicating the sending edges and the green ones indicating
the receiving edges.

4.2 Graph Layout

In this part, we propose the layout algorithms for the dynamic ego
networks with only one focus node. By default, the central trend is
placed vertically at the center of the view, partially mapping the Y
axis to the time dimension in the data. The goal for the layout of
the non-focus nodes is to represent both its temporal affinity to the
focus node and the topological characteristic within the network.
We introduce a mixed force-directed layout model to satisfy these
requirements.

4.2.1 Force-directed Layout Model

In this layout model, the focus node p is virtually split by the
time slot to several sub-nodes {po, p1,---,Pr_1}, so that the time-
dependent edges could be converted into time-independent ones.
Consider the dynamic graph D(Q) = (Vp(Q),Ep(Q)) where Q =
{p}, the new graph for layout model, denoted as L = (Vp,EL), is
generated by

Vi ={vlve D(Q)Av# ptU{po,p1, **,Pi—1} (11)
Ep =Ep(Q)U{(v,pi)lv# pA(v,p.1i) € Ep(Q)}
U{(pi7v)‘v7ép/\(p7v7ti)GE"B(Q)} (12)

We apply a stable layout algorithm to compute the node place-
ment. This algorithm defines energy functions over the graph. By
solving the energy minimization problem, the final layouts are op-
timized, which maximizes the layout aesthetic. Different from the
classical force-directed model, our energy function consists of two
terms. The first term implements the Kamada-Kawai energy func-
tion [21] and the second term is the stable function encodes the
temporal constraint to the nodes. It is formally written as

n—=1 n
F=(1-a)Y ¥ o;(lXi—X|—d;j)?
i=1 j=it+1

n—l o 1 ’
A0 X2 (13)
i=1

where X; denotes the position of ith node in graph L, d;; defines the
optimal distance between ith node and jth node, @;; and y; are the

parameters controlling the weight of each node (pair), X; denotes
the desired position of ith node to represent temporal information,
o denotes the stability factor balancing the network and temporal
graph aesthetics.

In our case, the position of sub-nodes split from the focus node is
fixed. Hence we remove them from the energy function by setting

0 ith and jth nodes are both sub-nodes of p
@ij = d;; 2 otherwise

ith node is sub-node of p

0
Hi= { oG =2 .
IIX; —X'|| otherwise (14)

where X' = (¥,¥) denotes the center of the trend glyph.

The desired position of each non-focus node is set on the cir-
cumference with the center of trend glyph as circle centre. For un-
weighted graph L, the angular position is mapped from the average
time value of edges connected to the focus node p, and the radius is
inversely proportional to the total number of edges to p. Given the
non-focus node v; in graph L, Xi/ = (x;,;) is computed by

x; =X+ syn(v;)p cos 6
yi=Yy+psin@
p= Po
[{Jl(vispj)or(pj,vi) € EL} |
(6k—1 —60)(si —10)
lk—1—1o
si=1;,Vj,(vi,pj)or(pj,vi) € EL

6 =06+
(15)

where syn(v;) is the signal function indicating whether the node is
on the left (-1) or on the right (1), pg denotes the maximal node dis-
tance from the centre, 8y and 6;,_; denote the two boundary angles
from the centre, set to % and —% respectively. We implement a uni-
form graph bisection algorithm to set the signal function for each
node. The case with weighted graph is handled slightly differently
by adding weights to the computation of (15).

4.2.2 Circular Layout Model

The force-directed model could support the layout of ego graph up
to a hundred nodes with little computation time. However, in case
the dynamic graph scales or the time granularity is set to rather
fine level, the generated ego graph could be too complicated to lay-
out with force-directed model. Also, the visualization may become
too messy for human to perceive. Here we propose another layout
model based on circular node placement for the ego graph of large
scale and also introduce edge bundling method to alleviate the vi-
sual clutters.

This model determines the layout in polar coordinate only from
the temporal relationship with the focus node. The centre of the po-
lar coordinate is still set as the center of the trend glyph. The radius
of each node is inversely proportional to the number of edges con-
necting to the focus node. The computation of node angle involves
three steps.

Partition: All the non-focus nodes are divided into two subsets
placed in the left and right region of the central trend. The default
partition method separates the nodes with only one edge to the fo-
cus node from the others with multiple edges to the focus. Other
partition methods could also be applied for customized comparison
purpose.

Sort: The average time of each non-focus node is calculated as
(15). Then for each subset generated in last step, the nodes are
sorted according to this average time with rank starting from zero.

Assign: The node v; with rank 7; in subset S is assigned the angle
value 6; by
ri(6k—1 — 6o)

IS

A layout example using the circular model is shown in Figure 6
where the temporal patterns are shown clearly. To further alleviate
the visual clutter caused by the huge amount of edges in the gen-
erated dynamic network, we introduce bundled curve edge drawing
to highlight the connection trends. Figure 6(b) shows the effect of
edge bundling.

6; = 6y + (16)



(a) (®) ()

Figure 4: 1.5D Network Visualization with different timelines: (a) Slot-
ted by month; (b) By day; (c) By minute.

>

(@) (b)

Figure 5: Consecutive views during egocentric graph navigation in
Infovis co-author network: (a) Network central to Prof. Jark van Wijk
with Dr. Frank van Ham moused over; (b) Switch to the network
central to Dr. Frank van Ham by clicking the node.

4.3 User Interactions for Analysis

In addition to the common interactions in the static network visual-
izations, such as zoom&pan, node selection, highlighting, dragging
and node/edge filtering, we also develop a few customized interac-
tions to assist the user’s dynamic network analysis tasks.

Timeline Navigation: Since the dynamic graph data is pro-
cessed into time slots, changing the slotting granularity will result
in quite different views of the same data. Inspired from the geomet-
ric zoom-in/zoom-out interaction, we develop the timeline zoom
navigation which allows the user to select an interested timeline
area and zoom-in to show the network with a finer time slotting
value for analysis. Oppositely, the user could zoom-out to a high-
level timeline with a coarser slotting value for overview purpose.

Figure 4 gives a detailed example. In Figure 4(a), the network
is shown by month where only one month data is available. As
the user zooms to the day level, it is quickly discovered that the
behavior of the focus person can be divided into two periods: April
Ist and April 3rd ~ 4th. As he further selects the April 1st and
zooms to the minute level, the pattern of a constant burst within
three minutes are finally located.

Egocentric Graph Navigation:

The major trade-off of our solution is to only show the egocen-
tric dynamic network. Also, the temporal information associated
with the time-independent edges can not be visualized in the ap-
proach. These limitations are mitigated by allowing the user to
navigate across many egocentric graphs through interactions. Upon
double-click of one node outside the central trends, the dynamic
network view switches smoothly to the new network central to the
selected focus node, as illustrated by Figure 5. We provide another
kind of navigation by double-selecting an extra node (ctrl+double-
click). After that, the new focus node will be the cluster consisting
of both the old and new focus nodes. The rubber-band selection is
also supported to choose the focus cluster.

Graph Overlap Highlighting:

We provide graph comparison functionality through this interac-
tion. By default setting, the neighboring nodes of a selected node

s
pta =

(@) (b)

Figure 6: Event-based network visualization with only time-
independent edges: (a) Without bundling; (b) After bundling.

will be highlighted. Further, the overlapped neighbors of several
selected nodes will be drawn with larger size, differentiating the
overlapped subgraph with the others. This allows the graph evolve-
ment analysis across timeline. Visual examples can be found in
Figure 9.

Event-based Edge Bundling:

This interaction is specially designed for the event-based dy-
namic network. In the default view, the edges are drawn in a
straight-line manner, hence introduces significant visual clutters, as
shown in Figure 6(a). Given the fact that, in the event-based dy-
namic network, each edge is associated with an event happening at
a specific time. Upon this interaction, we could bundle the edges
with events happening in the same time slot together by letting them
go through the center of the trend glyph at this time slot. Moreover,
when the user mouse-overs one node for its connections, the inci-
dent edges bundled together with different events are decoupled in
the view to reflect the details. In the example shown by Figure 6(b),
the overall visual clutter is alleviated and the Prof. Carpendale’s
connection patterns are highlighted in detail. She published 9 pa-
pers with 13 co-authors during the history of Infovis conference.

5 CASE STUDIES

Visualization can help the data analysis tasks in two ways: Serving
as visual evidence through which the underlying analytic methods
(e.g. data mining algorithms) are validated; Enabling explorative
pattern discovery through interactive data navigation. We present
two case studies of our dynamic network visualization approach
covering the both aspects respectively.

5.1 Communications Network

In this case, we visualize a communications network built from the
real data set collected by telecom service providers. Each node in
the network corresponds to one mobile phone user and the edges
between them indicate the short messages sent/received. The re-
sulting network is essentially a dynamic social network during the
time period of the data. The background of this case is that we have
developed a data mining system [31] which could capture the mo-
bile users that spam through the characteristics of the social graph.
However, it is still important for service providers and researchers
to evaluate whether the system works, and in case it fails to find
reasons. We herein design this dynamic visualization tool to help
them.

Consider Adam, an analyst of the telecom service provider, who
is checking the spammer/non-spammer classification results from
the online mining system. He starts by selecting one spammer in the
list and accessing its dynamic ego network with our tool. As in Fig-
ure 7(a), the ego network slotted by month shows up a simple pat-
tern that the potential spammer sends out one message to quite a lot
neighboring nodes without receiving any message from them. Also
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Figure 7: 1.5D dynamic network visualization in communications scenario: (a) A typical spammer behavior slotted by month; (b) Slotted by
minute; (c) A typical non-spammer behavior slotted by day; (d) Slotted by hour.

there is no communications between the neighbors of the spammer
which indicates an extremely abnormal social network. This obser-
vations correspond to the classification features used in the mining
system for a spammer: high outbound degree but low inbound de-
gree, low average outbound edge weight, high sending/receiving
ratio and low clustering coefficient in the 2-hop network. Adam
further uses our tool to drill-down to more details by changing the
slotting granularity to minute, as shown in Figure 7(b). This time
the temporal pattern of the spammer behavior is also located. The
spammer tends to send messages out in a rather constant frequency
within a short bursty time, 9 messages per minute for 12 consecu-
tive minutes in this case. Also, there is no neighbor who connects
to the spammer in more than one time slot. This corresponds to the
temporal classification feature of bursty smooth sending.

In his second trial, one non-spammer identified by the mining
system is selected. Figure 7(c) shows his ego graph slotted by day,
where the orange edge indicates a bidirectional connection and the
edge thickness indicates the number of messages represented by
the edge (also shown as a edge label). In this graph, opposite pat-
terns to the spammer’s are discovered: between the potential non-
spammer and his neighbors, there are both inbound, outbound, and
bidirectional edges; the number of messages exchanged is normally
larger than one; there are communications between the neighbors;
the ego graphs are overlapped in different time slots; the send-
ing/receving trend of the non-spammer has no significant temporal

pattern. Drilling-down to the hour granularity, as shown in Figure
7(d), more details are revealed. Although there is few pattern to dis-
cover, more clues can be found for personal communications. E.g.,
some has a double-handshake like contact within an hour and some
others receive a lot of messages continuously from the same person
without a reply. This is more useful for scenarios such as crime
network analysis.

5.2 Academic Co-author Network

In this part, we present the case study of our solution over paper
co-authorship dynamic network. The data set is from the Infovis
2004 contest [11]. We further spend some time to clean and extend
it to cover all the years of Infovis (1995~2009). The entries not
belonging to the conference are removed. Finally it involves 673
unique authors and 356 papers published.

Different from the first case where we show the visualization
central to the selected node, here we present a variant of our so-
lution which visualizes event-based dynamic networks. The entire
network is organized central to the core event, the Infovis confer-
ence series. The edges between the author and conference indicate
publication relationship, while the edges between the authors are
still co-authorship relationship.

Figure 8 gives an overview to the 15-year history of Infovis. The
central trend glyph encodes the number of authors involved each
year. The nodes to the left of the central trend represent the authors
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Figure 8: Infovis co-authorship network 1995~2009. The node rep-
resenting "Prof. Stasko” is highlighted, with only ego edges drawn.

that have paper in at least two separate years in Infovis, while the
nodes to the right represent the authors that only publish Infovis pa-
per in one year. The distance between the author and the center of
the trend glyph encodes the number of papers he publishes in Info-
vis, the closer the more publications. The left-right node division
could be customized in our solution, however, throughout this case
we stay with the original design for the ease of analysis.

Consider John, a newcomer to the information visualization area,
who wants to know more about the researchers and collaborations
in this area. He starts to diagnose from the overview picture (Fig-
ure 8). He quickly finds that the node density to the right is much
higher than the density to the left. It tells him that the community
is friendly enough to accept papers from newcomers. Further he lo-
cates the most senior researchers from this graph, the one closest to
the center, also shown in Figure 8. It’s Prof. Stasko who publishes
totally 12 papers in 15 years of Infovis. Significantly, he is the only
one who appears in both the founding event of Infovis in 1995 and
the latest one in 2009. In Figure 8, only ego edges, i.e. the edges
between the central event and the authors, are drawn to reduce vi-
sual complexity. The other edges, defined as network edges, i.e.
the edges between the authors, will be rendered in case the graph is
switched to the network-edge mode.

John continues his discovery by navigating through the sub-
network in each Infovis conference. He finds some clues that the re-
searchers in the early years are quite different from those still active
in recent years. He tries to test this hypothesis with our subgraph
highlighting interactions. He clicks on the years from 1995 to 1999
to show the subnetwork of the authors in this time period and grey
out the others, the result is shown in Figure 9(a). The graph over-
lap highlighting mechanism works here so that the authors appear-
ing more in this period will be drawn with larger icons and labels.
John iterates the similar operations for the years 2000~2004 and
2005~2009, the resulting networks are shown in Figure 9(b) and
Figure 9(c). It could be found that the key researchers in the three
periods are significantly different, which indicates that the Infovis
community is fast-evolving, with a cycle of approximately 5 years.
He further validates his findings by setting the slotting value to 5
years. The graph generated is shown in Figure 9(d). The overlaps
between the subnetworks of 1995~1999 and 2005~2009 accounts
to around 20 researchers (those in larger label), which is a small
portion compared to the 200 unique researchers evolved in each 5-
year period.

John further leverages our tool to mine the collaboration patterns
of some senior researchers. He switches to the network-edge mode

to learn the relationships between authors. He first clicks on the
node representing Prof. Munzner to access her personal collabora-
tion network. He finds that Prof. Munzner likes to conduct research
with newcomers (maybe her students) which are placed in the right
part of the graph. Also her Infovis career may be divided into two
periods. The first period is from 1996 to 1999 when she published
first-author papers (maybe with her supervisors), indicated by the
red edges. The second period is from 2004 to 2009 when her edges
are mostly in green, which indicates that her name is often in the
last few of the author list. It could be inferred that she switched to
supervisor role during this period. John then turns to another se-
nior researchers, Dr. Wong from PNNL, and finds a quite different
pattern. The co-authorship edges of Dr. Wong are almost in red,
which indicates that he leads most research projects during his ca-
reer. Also it’s notable that Dr. Wong likes to collaborate with the
other senior researchers in this area. Most of his collaborators are
located in the left part of the graph.

6 DISCUSSIONS

We plan to extend our work in three directions. First, we will ex-
plore the layout algorithm with new cluster heuristics to preserve
the graph clustering nature. We now partially reduce the clustering
of the drawing, because we encode both the time and network infor-
mation into the view space in a balanced manner. As the clustering
may affect the temporal information encoding, we will develop new
edge bundling technique to enhance the temporal pattern of clusters
with respect to the focus node.

Second, we will try the alternative to use the spiral glyph as the
temporal representation of the focus node. This will fasten the dis-
covery of periodic temporal patterns. We will design new layout
algorithms mapping time and network affinity to the polar coordi-
nate system to cope with this new visual metaphor.

Third, we will apply our solution to multimodal network, where
the central glyph represents the values of multi-dimensional data.
As the data type is not necessarily ordinal, we will study the best
ordering algorithm to maximize the aggregated graph aesthetics.

7 CONCLUSION

In this paper, we propose a new dynamic network visualization
technique by showing the dynamic network central to a focus node
each time. This approach accommodates both the temporal and net-
work information within a traditional 2D view space, supports huge
dynamic networks free of scale, and aggregates the time-evolving
networks into a single static view well supporting analysis tasks.
Through two case studies, we show that our approach is effective
as both visual evidences and explorative tools for interactive tem-
poral and network pattern discovery.
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